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The decay of spin-valley states is studied in a suspended carbon nanotube double quantum dot via the
leakage current in Pauli blockade and via dephasing and decoherence of a qubit. From the magnetic field
dependence of the leakage current, hyperfine and spin-orbit contributions to relaxation from blocked to
unblocked states are identified and explained quantitatively by means of a simple model. The observed
qubit dephasing rate is consistent with the hyperfine coupling strength extracted from this model and
inconsistent with dephasing from charge noise. However, the qubit coherence time, although longer than
previously achieved, is probably still limited by charge noise in the device.
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The coexistence in carbon nanotubes of spin and valley
angular momenta opens a host of possibilities for quantum
information [1–4], coherent coupling tomechanics [5,6], and
on-chip entanglement [7,8]. Spin-orbit coupling [9] provides
electrical control but introduces a relaxation channel.
Furthermore, measurements of dephasing and decoherence
[10–12] show that spin and valley qubit states couple
surprisingly strongly to lattice nuclear spins and to uncon-
trolled electric fields, e.g., from thermal switchers. Realizing
these possibilities requires such effects to bemitigated. Here,
we study the leakage current in a Pauli-blockaded double
quantum dot to identify spin-orbit and hyperfine contribu-
tions to spin-valley relaxation [3,13,14]. By suspending the
nanotube, we decouple it from the substrate [11]. Measuring
a spin-valley qubit defined in the double dot, we find
dephasing and decoherence rates nearly independent of
temperature and show that charge noise cannot explain the
observed dephasing, supporting the conclusion that despite
the low density of 13C spins, hyperfine interaction causes
rapid dephasing in nanotubes [10,11].
The measured device [Figs. 1(a)–1(b)] is a carbon nano-

tube suspended by stamping between two contacts and over
five gate electrodes G1 −G5 [3,15–17]. Gate voltages
VG1 − VG5, together with Schottky barriers at the contacts,
define a double quantum dot potential. The dot potentials are
predominantly controlled by gates G1 (for the left dot) and
G4 −G5 (for the right dot), while the interdot tunnel barrier
is controlled by gatesG2 −G3. For fast manipulation, gates
G1 and G5 are connected via tees to waveform generator
outputs and a vector microwave source. The device is
measured in a magnetic field B ¼ ðBX; BY; BZÞ, with Z
chosen along the nanotube and X normal to the substrate.
Experiments were in a dilution refrigerator at 15 mK unless
stated otherwise.
To map charge configurations of the double quantum

dot, we measure the current I through the nanotube with

source-drain bias VSD ¼ 8 mV, applied between the con-
tacts [Fig. 1(c)]. As a function of VG1 and VG4, the
honeycomb Coulomb peak pattern is characteristic of a
double quantum dot, with honeycomb vertices marking
transitions between particular electron or hole occupations
[20]. A horizontal stripe of suppressed current around
VG4 ¼ 200 mV indicates depletion of the right dot in this
gate voltage range. The width of this stripe implies a band
gap of 120 meV. No such suppression is observed as a
function of VG1, indicating that the left dot is doped across
the entire range. Since at room temperature, conductance
decreases with increasing VG1, we believe that the left dot is
doped with holes, implying that p-p and p-n double-dot
configurations are accessible [21]. Within each honeycomb
region, we can therefore assign absolute electron or hole
occupations to the right dot but only relative hole occu-
pations to the left dot.

1000

-500
1000-500 VG1 (mV)

20

0

(I
)

Ap

V
4

G
)

V
m (

G 1 2 3 4 5
S D

(c)(a)

Z

X

Y
θ
B

I

(b)

200 nm

FIG. 1. (a) Schematic and (b) scanning electron microscopy
image of a device lithographically identical to the one measured.
The nanotube is suspended between contact electrodes (130 nm
Cr=Au, marked S andD) and over gate electrodes (20 nm Cr=Au,
marked G1 − G5) patterned on a Si=SiO2 substrate. Field axes
are indicated. For imaging, 2 nm of Pt was evaporated over this
chip. (c) Current as a function of gate voltages VG1 and VG4,
mapping out a double quantum dot stability diagram.
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Because tunneling between quantum dots is governed by
selection rules on spin and valley quantum numbers,
transport through the device is subject to Pauli blockade
[22]. This arises because the exclusion principle imposes an
energy cost to populate spin-valley triplet states in a single
quantum dot. Interdot tunneling from a spin-valley triplet
formed between the two dots is therefore blocked, sup-
pressing I for certain gate and bias settings. In this blocked
regime, a leakage current gives information about spin and
valley relaxation.
We focus on Pauli-blockaded transport with the

double dot tuned to a p-n configuration [3,10]. Figure 2(a)
shows I as a function of gate voltage near a ðnh; 1eÞ →
(ðnþ 1Þh; 2e) transition. Here, (nh,me) denotes a configu-
ration with nhðmeÞ holes (electrons) in the left (right) dot.
Two overlapping current triangles are seen, as expected
for a double-dot Coulomb blockade [20]; in the lower
triangle, transport occurs via the cycle of tunneling events
(ðnþ1Þh;1e)→ðnh;1eÞ→(ðnþ1Þh;2e)→(ðnþ1Þh;1e) and
in the upper trianglevia ðnh;2eÞ→ðnh;1eÞ→(ðnþ1Þh;2e)→
ðnh;2eÞ. The low current near the triangle baselines is
indicative of the Pauli blockade suppressing the second step
in each sequence, as expected for odd nh.
To characterize the energy levels and spin-valley relax-

ation, we measure I as a function of the magnetic field and
double-dot detuning ε, defined as the difference of electro-
chemical potential between left and right dots [3]. Detuning
is swept by adjusting VG1 and VG4 along the diagonal axis
marked in Fig. 2(a), with the triangle baselines marking
ε ¼ 0. Figure 2 shows data as a function of the magnetic

field parallel [Fig. 2(b)] and perpendicular [Fig. 2(c)] to the
nanotube and as a function of field angle θ in the XZ plane
[Fig. 2(d)]. The triangle edge locations in the gate voltage
space give information about the double-dot energy levels;
the upper edges in Figs. 2(b)–2(d) correspond to ground-
state degeneracy (ε ¼ 0) between left and right dots, while
the lower edge marks the degeneracy of the right dot
ground state with the Fermi level in the right lead. From the
evolution of the lower edge, which maps the energy of the
two-electron state, we extract orbital g factor gorb ≈ 15,
spin-orbit coupling ΔSO ≈ 300 μeV, and valley-mixing
parameter jΔKK0 j ≲ 80 μeV for the right dot, consistent
with measurements on neighboring transitions [17] and on
other single-wall nanotube devices [9,12,23,24]. However,
in similar measurements cutting through the left triangle
edge, and therefore tracking levels of the left dot, no clear
field dependence was seen [17]. This is explained either by
stronger valley mixing ΔKK0 in the left dot (e.g., due to
disorder) or by suppression of the valley magnetic moment
by large-hole occupation [12,25]. Thus, the single-dot
spectrum differs between left and right dots.
We now study the field dependence of the Pauli blockade

leakage current to gain insight into spin-valley relaxation
mechanisms [3,10,13]. This leakage current is evident for
small ε (top of the current band) in Figs. 2(b)–2(d) and
shows a strong dependence on field direction. As a function
of the magnetic field, the current is maximal around BZ ¼ 0
[Fig. 2(b)] but varies only weakly with BX [Fig. 2(c)].
In fact, the leakage current can even show a dip at BX ¼ 0
[17]. This different behavior is attributed to different
complex phases of ΔKK0 in the two dots, which in a
perpendicular field, lead to nonaligned effective Zeeman
axes nearly independent of field strength [26,27] and
therefore, leads to the leakage current being nearly inde-
pendent of BX [17]. Similar behavior in some other systems
[28–31] is due to anisotropy of the g factor.
The low-BZ current peak is an indication of hyperfine-

mediated relaxation. To study it in more detail, Fig. 3(a)
shows measurements for different settings of the interdot
tunnel barrier. Here, the barrier is tuned by the voltage
Vb ≡ VG2 ¼ VG3. For a range of barrier settings, the
central peak is accompanied by two side peaks. This
contrasts with previous measurements in GaAs, InAs,
and InSb, where a hyperfine-induced peak in the Pauli
blockade leakage current at zero field evolves to a double
peak as tunnel coupling is increased [13,14,31,32]. Here,
side peaks instead occur in conjunction with a zero-field
peak.
This behavior is explained by considering the effects of

hyperfine interaction together with spin-orbit coupling.
Consider the zero-field behavior first, and for concreteness,
focus on large detuning as shown in Fig. 3(b). The spin-
valley degree of freedom, associated with the unpaired
particle in each dot, forms an effective spin-1

2
Kramers

doublet fj⇑i; j⇓ig. Without hyperfine coupling and

20

0

I (pA
)

640

600

V
 (

m
V

)
G

4

960880

945

905
-0.5 0.5

20

0

945

905
-0.8 0.8

945

905
360270900

BZ

I (pA
)

V
 (

m
V

)
G

1

V  (mV)G1

V
 (

m
V

)
G

1
V

 (
m

V
)

G
1

B  (T)Z

B  (T)X
oθ ( )

(a) (b)

(c)(d)

BX

0

0180

FIG. 2. (a) Current at a Pauli-blocked transition, with
VSD ¼ 8 mV, VG2 ¼ VG3 ¼ −210 mV, B ¼ 0. Dashed (dotted)
line marks ground-state degeneracy between left and right dots
(between right dot and lead). Arrow marks detuning axis.
(b) Current as a function of VG1 along the detuning axis and
of the magnetic field parallel to the nanotube. Arrow marks a
region of the Pauli blockade leakage current near zero field.
(c) As (b) for perpendicular field. (d) As a function of the field
angle for jBj ¼ 0.8 T . Color scales in (a),(d) match (c). Dashed
and dotted curves highlight the same transitions as in (a).
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spin-dependent tunneling, the two-particle states are an
effective (ðnþ 1Þh; 2e) singlet ground state jSgi, a singlet
excited state jSi≡ ð1= ffiffiffi

2
p Þðj⇑⇓i − j⇓⇑iÞ, and ðnh; 1eÞ

triplet states jTþi≡ j⇑⇑i, jT0i≡ ð1= ffiffiffi

2
p Þðj⇑⇓iþ

j⇓⇑iÞ, and jT−i≡ j⇓⇓i. In this effective spin basis, the
main effect of introducing spin-orbit interaction is to cause
spin-dependent tunneling [19,33,34], described by
Hamiltonian Htun¼tjSihSgjþitspinjTuihSgjþH:c:, where
t and tspin are, respectively, the spin-conserving and
spin-flip tunnel couplings. This Hamiltonian couples one
superposition jTui of triplet states to the (ðnþ 1Þh; 2e)
singlet jSgi, while two orthogonal triplet superpositions
jTb1i and jTb2i remain uncoupled. The energy eigenstates
of the ðnh; 1eÞ configuration are therefore, jTb1i, jTb2i,
jM1i and jM2i, where jM1;2i are mixtures of jSi and jTui,
and jM2i remains degenerate with jTb1i and jTb2i. Since
jM1i and jM2i both have a finite jSi component, spin-
independent inelastic interdot tunneling processes (e.g.,
phonon-assisted tunneling) allow charge relaxation into
(ðnþ 1Þh; 2e); however, the two uncoupled triplets jTb1i
and jTb2i cannot relax in this way and therefore, block the
current. The spectrum, including magnetic field depend-
ence, is shown in Fig. 3(b). We now include hyperfine
interaction, which acts on both spin and valley degrees of
freedom [35,36]. At B ¼ 0, the three energetically aligned
states jTb1i, jTb2i, and jM2i mix to form new eigenstates
jM0

2i, jM0
3i, jM0

4i, each overlapping with jSi, therefore
contributing to the current via spin-independent inelastic

interdot tunneling. In this picture, the triple-peak structure
is explained as follows. Each current peak indicates a field
strength where the ðnh; 1eÞ eigenstates are singlet-triplet
mixtures, allowing relaxation to (ðnþ 1Þh; 2e). The central
peak arises from hyperfine mixing of three degenerate
states [highlighted in Fig. 3(b)]. Side peaks are induced
by the interplay of the Zeeman effect and effective
spin-dependent interdot tunneling. At large detuning
(ε ≫ t; tspin), the energy scale characterizing spin mixing
within the ðnh; 1eÞ configuration is tspint=ε [17]. In general,
the preferred axis for spin-dependent tunneling aligns
neither with the nanotube nor with B. In the field
range where tspint=ε ∼ μBBZ, the ðnh; 1eÞ eigenstates are
therefore, singlet-triplet mixtures, which results in side
peaks in IðBZÞ. As BZ is further increased (such that
μBBZ ≫ tspint=ε), Zeeman energy dominates spin-orbit-
induced mixing so that the eigenstates are j⇑⇓i, j⇓⇑i,
jTþi, and jT−i, where the latter two reestablish the Pauli
blockade.
We validate this picture quantitatively by fitting mea-

sured current [cuts in Fig. 3(a)], using a model of charge
relaxation among the five spin-orbit and hyperfine mixed
spin-valley states. Inelastic charge relaxation with rate Γin
causes ðnh; 1eÞ states to decay to (ðnþ 1Þh; 2e), based on
their overlap with jSi. Nuclear-spin fluctuations are incor-
porated by averaging I over an ensemble of hyperfine
configurations [17] with root-mean-square coupling
strength EN . We first fit the second panel using fit
parameters Γin, t, tspin, and EN . Holding the fitted value
EN ¼ 0.16� 0.03 μeV, we then fit across the range of Vb
settings. Fitted values of t and tspin are shown in Fig. 3(c).
Extracted t is fairly constant over the range, whereas tspin
increases with Vb. This presumably reflects that whereas
the interdot barrier of an n-p double dot is set by the slope
of the potential and not strongly affected by Vb, the Rashba
spin-orbit coupling is set by the perpendicular electric field.
Unexpectedly, we find tspin > t.
To further explore hyperfine interaction, we characterize

a spin-valley qubit at this transition [11]. The qubit is
controlled using electrically driven spin resonance (EDSR),
with a cycle of gate voltage pulses applied to G1 and G5
[Fig. 4(a)] [37–39]. The cycle first initializes an effective
triplet state by configuring the double dot in the Pauli
blockade. The detuning is then pulsed to configure the
device in the Coulomb blockade, and a microwave burst at
frequency f is applied to G1 to manipulate the spin-valley
state. Finally, the device is returned to the Pauli blockade; if
an effective spin flip has occurred, the Pauli blockade is
temporarily lifted, allowing the result of the manipulation
to be read out via the current. Repeating the cycle with
period ∼800 ns, the resulting current change ΔI is detected
by chopping the microwaves at 117 Hz and locking in to
the chopper signal [38]. The EDSR spectrum [Fig. 4(b)]
shows a diagonal line of increased ΔI, indicating resonance
when f matches the qubit frequency fR. The slope gives an

FIG. 3. (a) Field-dependent transition measured with different
tunnel barrier gate settings. Upper plots: current as a function of ε
and BZ in the Pauli blockade. Lower plots: cuts along dashed
lines of constant detuning. Data (dots) are fitted by a model
(curves) described in the text. (b) Schematic energy levels in the
absence of hyperfine interaction. The zero-field current peak in
(a) is associated with the level degeneracy at BZ ¼ 0 (highlighted
by ellipse), where hyperfine interaction mixes blocked and
unblocked states. Side peaks are associated with spin-dependent
tunneling. (c) Tunnel coupling t and tspin extracted from fits as in
(a). Error bars represent 95% confidence intervals.
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effective parallel g factor g ¼ 2.22� 0.02, which is nearly
eight times smaller than the right dot gorb extracted above
from transport measurements but consistent with transport
spectroscopy of the left dot [17].
Qubit dephasing is measured using pulsed spectros-

copy [11,37]. We operate at jBj ¼ 83 mT, θ ¼ 15°, and
fR ¼ 2.82 GHz, which gives good contrast of the pulsed
ΔI. (Previous experiments [11] found dephasing indepen-
dent of jBj and θ.) Applying a single microwave burst of
duration τE per pulse cycle drives coherent Rabi oscilla-
tions between qubit states [Fig. 4(c)]. As expected, Rabi
frequency increases with microwave power but saturates at
the highest power, suggesting a contribution of short-range
disorder to the EDSR mechanism [40]. With coherent
manipulation established, we measure dephasing using a
Ramsey sequence of two bursts per pulse cycle separated
by time τS [Fig. 4(d)]. As a function of phase difference ϕ
between bursts, ΔI shows fringes whose amplitude decays

as e−ðτS=T�
2
Þ2 , where T�

2 is the dephasing time. A fit to the
data gives T�

2 ¼ 13� 1 ns. Using a Hahn echo sequence
[Fig. 4(e)] to cancel out slowly varying noise, the amplitude
decays more slowly and is phenomenologically fit by
e−ðτS=TechoÞγ , with fitted coherence time Techo ¼ 198� 7 ns
and γ ¼ 1.7� 0.2.
These values are similar to previous measurements on a

spin-valley qubit [11]. That experiment did not allow
conclusive determination of dephasing or decoherence
mechanisms, with charge noise [16] and hyperfine coupling
[1,10] being leading candidates. In our device, we now
show that charge noise does not limit T�

2. By changing the
pulse voltage Δ for the manipulation step [Fig. 4(a)], we
measure the dependence of fR on gate voltage [Fig. 5(a)].
A linear fit gives dfR=dΔ ¼ −0.4� 0.3 MHz=mV. (The
orthogonal axis in gate space showed a similarly weak
dependence [17].) Thus, to explain the measured T�

2 by
noise on the detuning axis would require root-mean-square
voltage noiseΔrms ≥ 27 mV [41]. Since this is broader than
the narrowest transport features, this mechanism can be
ruled out [17]. By a similar argument, the noise level to
account for the measured Techo would be Δrms ≳ 2 mV
[41]. This is consistent with the data, although greater than
the estimated instrument noise, implying an origin in the
device itself. It is also approximately consistent (roughly
six times larger) with an independent measurement of
charge noise in a similar device [16]. Temperature depend-
ence of T�

2 and Techo is shown Fig. 5(b).
In conclusion, both leakage current and qubit dephasing

imply hyperfine coupling to a randomly fluctuating spin
bath of 13C nuclei in each quantum dot, with effective
coupling strength EN ∼ 0.16 μeV. Considering the esti-
mated 6 × 104 nuclei in each dot and 1.1% 13C abundance,
this implies hyperfine constant A ∼ 4 × 10−4 eV. This is
consistent with other measurements on isotopically purified
[10] and natural [11] nanotube devices but continues a
long-standing discrepancy with numerical simulations
[36,42,43] and bulk spectroscopy of fullerenes [44] and
nanotubes [45,46]. Hyperfine interaction may also limit
Techo, but since the measured value implies unexpectedly
rapid nuclear spin diffusion [17], we suspect that charge
noise is more significant. This would indicate the spin-
valley qubit is sensitive to electric fields, for example,
because of interdot exchange [11,47].
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